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# INTRODUCTION:

In today's digital age, the rapid proliferation of information online has led to an increased spread of misinformation and fake news. Fake news is a term often used to refer to fabricated stories, hoaxes, or misleading information disguised as news spreading via traditional news media or online social media. The consequences of consuming and acting upon such fake news can be dire, affecting political, social, and economic landscapes. Thus, detecting and combating fake news has become a major concern.

Natural Language Processing (NLP), a branch of artificial intelligence (AI) concerned with enabling machines to understand, interpret, and generate human language, provides the tools and techniques required to automatically detect fake news. This involves analyzing the linguistic structures, semantic meaning, and even the context within which the information is presented.

# KEY FACTORS TO CREATE FAKENEWS DETECTION USING NLP

**Data Collection:** Gather a dataset of labeled news articles, where each article is marked as either "real" or "fake." Several datasets are available online for this purpose.

**Text Preprocessing:** Clean and preprocess the text data. This involves tasks like removing punctuation, stop words, and stemming or lemmatizing words.

**Feature Extraction:** Transform the text data into numerical features. Common methods include TF-IDF (Term Frequency-Inverse Document Frequency) and word embeddings (e.g., Word2Vec or GloVe).

**Model Selection:** Choose a machine learning or deep learning model for classification. Common choices include Logistic Regression, Random Forest, Naive Bayes, or neural networks like LSTM or BERT.

**Training:** Train the selected model on your labeled dataset, using the extracted features.

**Evaluation:** Evaluate the model's performance using metrics like accuracy, precision, recall, and F1-score. Cross-validation can help ensure robustness.

**Tune Hyperparameters:** Optimize the model by fine-tuning hyperparameters, such as learning rates or the number of hidden layers.

**Testing:** Use the trained model to predict the authenticity of new news articles.

**Deployment:** Implement the model in a real-world application, such as a web browser extension or a news aggregator, to help users identify fake news.

**Continuous Learning:** Continuously update and retrain the model with new data to keep it up to date with evolving fake news patterns.

Innovative for

Detecting fake news using NLP (Natural Language Processing) involves innovative techniques and approaches. Here are some ideas:

**Semantic Analysis:** Develop models that analyze the meaning and context of words in news articles to detect inconsistencies or misleading information.

**Source Credibility Analysis:** Use NLP to assess the credibility of news sources based on their historical accuracy and reputation.

**Contextual Sentiment Analysis:** Incorporate sentiment analysis into fake news detection to identify emotionally charged language that may indicate bias or manipulation.

**Deep Learning:** Explore deep learning techniques like Recurrent Neural Networks (RNNs) or Transformers for more accurate language understanding and pattern recognition.

**Multimodal Analysis:** Combine text analysis with image and video analysis to detect inconsistencies between text and accompanying media.

**Fact-Checking Integration:** Integrate fact-checking databases into the NLP pipeline to verify claims made in news articles.

**User Behavior Analysis:** Analyze user engagement and sharing patterns on social media to identify potentially viral fake news stories.

**Domain-Specific Models:** Train NLP models on domain-specific data (e.g., healthcare, politics) to improve accuracy in specific contexts.

**Adversarial Training:** Develop models that can adapt to evolving techniques used by fake news creators by using adversarial training.

**Explainable AI:** Ensure that the models provide explanations for their predictions, which can help users understand why a piece of news is considered fake or real.

**Cross-Language Detection:** Extend fake news detection to multiple languages to address the global nature of misinformation.

**Human-in-the-Loop Systems:** Create systems that combine AI with human expertise for more accurate and nuanced detection.

**Bias Detection:** Incorporate algorithms that detect bias in news articles, helping users understand potential editorial slants.

**Real-Time Monitoring:** Implement systems that continuously monitor news sources and social media for emerging fake news trends.

**Collaborative Filtering:** Use collaborative filtering techniques to identify users with a history of sharing fake news and provide them with educational resources.

**Data Augmentation:** Augment training data with synthetic examples of fake news to improve model robustness.

**Privacy-Preserving Techniques:** Develop methods that protect user privacy while still allowing for effective fake news detection in social media.

**Neccessary steps to follow:**

**1.import libraries:**

Start by importing the neccessary libraries

**Program:**

import numpy as np *# linear algebra*

import pandas as pd *# data processing, CSV file I/O (e.g. pd.read\_csv)*

import re

import string

import nltk

from nltk.corpus import stopwords

from nltk.stem import PorterStemmer

from nltk.tokenize import word\_tokenize

import matplotlib.pyplot as plt

from sklearn.model\_selection import train\_test\_split

from sklearn.feature\_extraction.text import TfidfVectorizer

from keras.layers import TextVectorization

from keras.utils import pad\_sequences

from xgboost import XGBClassifier

from scipy.sparse import hstack

import random

**Load the dataset:**

**Program:**

real\_df = pd.read\_csv('/kaggle/input/fake-and-real-news-dataset/True.csv')

fake\_df = pd.read\_csv('/kaggle/input/fake-and-real-news-dataset/Fake.csv')

class 'pandas.core.frame.DataFrame'>

RangeIndex: 21417 entries, 0 to 21416

Data columns (total 4 columns):

# Column Non-Null Count Dtype

--- ------ -------------- -----

0 title 21417 non-null object

1 text 21417 non-null object

2 subject 21417 non-null object

3 date 21417 non-null object

dtypes: object(4)

memory usage: 669.4+ KB

list(real\_df.sample(5).title)

Out[5]:

['Renegade colonel surrenders in eastern Congo after clashes, seven dead',

'Factbox: Trump meetings include rapper Kanye West, Microsoft founder Bill Gates',

"At under $5 each, Trump's votes came cheap",

"Israeli air strike hits near Syria's Homs",

"Trump calls storm over Russia hacking 'political witchhunt': NYT"]

In [6]:

list(real\_df.sample(1).text)

Out[6]:

['WASHINGTON (Reuters) - The U.S. Congress, bitterly divided for years along party lines, may be mapping a bipartisan path forward that skirts around President Donald Trump when he refuses to engage constructively with lawmakers, Democrats and some lobbyists said on Monday. The path was discernible in a nearly $1.2 trillion federal spending deal carved out over the weekend to avert a government shutdown. It had Democratic fingerprints all over it, even though Republicans control Congress and the White House. White House budget director Mick Mulvaney said Trump will sign the 2017 budget bill when he receives it from Congress on Thursday or Friday. Trump, in an interview with Bloomberg on Monday, said he was “very happy” with the deal announced late on Sunday. Democrats claimed victory on issue after issue in the agreement, which will keep the lights on in Washington through the end of the federal fiscal year on Sept. 30, provided it holds up and wins final approval as expected. Trump scored a partial win, getting a commitment for up to $15 billion in additional funding for a military buildup. That was about half of what he originally asked for. No money was included for Trump’s proposed U.S.-Mexico border wall. Democratic opposition to it was solid and support from Trump’s fellow Republicans was soft. Mulvaney said Trump will seek wall funding in a budget proposal coming in late May. At a White House briefing, Mulvaney defended the concessions Trump made to reach an agreement, saying Democrats gave up on some items they had wanted as well in order to find a compromise. “Everything we got in this deal ... lines up perfectly with the president’s priorities,” he said. Democrats took an opposite view. Describing the work on Capitol Hill that went into the temporary spending pact, Senate Democratic leader Chuck Schumer told reporters: “Democrats and Republicans in the House and Senate were closer to one another than we were to the president on so many of the different issues.” Schumer and Senator Patrick Leahy, the senior Democrat on the Appropriations Committee, said they were bolstered in negotiations by the fact that several Republican senators opposed funding for Trump’s wall and his call for deep domestic spending cuts. Schumer and Leahy said the White House never tried to work with Democrats in the process. Trump treats engaging with lawmakers on legislation as “an afterthought,” said Doug Heye, a Republican strategist who worked in Congress as an aide to former House Republican leader Eric Cantor. “The power of the Oval Office can provide a lot of leverage when trying to move something on Capitol Hill,” Heye said. “We just haven’t see that level of engagement from Trump, whether it’s healthcare, or building a wall, or tax reform.” But John Feehery, a Republican strategist in Washington, said the spending bill may not be indicative of Trump’s ability to negotiate with Congress because the legislative body should have dealt with this year’s funding months ago and never have been allowed to go into the current year. “He knows that this bill was probably not going to reflect his priorities because it was old business,” Feehery said. “When it comes to new business, he has a lot more leverage in getting his priorities accomplished.“ The spending deal preserved funding for healthcare provider Planned Parenthood, which has drawn Republican ire because it performs abortions; for the Obamacare healthcare law; and for an array of environmental and other domestic programs Trump wanted to slash. White House spokesman Sean Spicer said because the legislation needs to win a supermajority of 60 votes in the 100-member Senate that cannot be achieved without Democratic support, “we couldn’t have our entire way” on the deal. Spicer said the “president’s priorities will be reflected much more” in spending yet to be worked out for the 2018 fiscal year that begins on Oct. 1. He said Trump was pleased to see the increase in military spending, a “down payment” on border security and money for scholarships to help low-income children in Washington attend private schools. The fiscal 2017 funds, which should have been locked into place seven months ago, would pay for federal programs from airport and border security operations to soldiers’ pay, medical research, foreign aid, space exploration and education. The Pentagon would win a $12.5 billion increase in defense spending for the fiscal year, with the possibility of an additional $2.5 billion contingent on Trump delivering a plan to Congress for defeating the Islamic State militant group. Congressional negotiators settled on $1.5 billion more for border security, including money for new technology and repairing existing infrastructure. Under the deal, Puerto Rico would get an emergency injection of $295 million for its Medicaid health insurance program for the poor. The impoverished U.S. territory faces a severe Medicaid funding shortfall. The U.S. government and coal companies would be required to pay out healthcare to retired coal miners, guaranteeing benefits to workers even as coal companies face bankruptcy, under the spending agreement. The deal also would reimburse New York City for money spent securing Trump and his family at Trump Tower in Manhattan. ']
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list(fake\_df.sample(5).title)

Out[7]:

['RUSSIA HAMMERS ISIS…Kills 600 Jihadis, As China Reportedly Join Forces With Putin To Wipe Out ISIS',

'Boiler Room #106 – Did Israel Attack Damascus? + Bill Nye The PsyOp Guy',

'PAUL JOSEPH WATSON Exposes Media’s Obsession With Trump’s Call From Taiwan Leader In 14 Seconds [VIDEO]',

'U.S. Debt DECREASED By $68 BILLION In First Month Of Trump Presidency…Guess Who DOUBLED U.S. Debt During 8 Years In Office?',

'WAKE UP AMERICA! SOMALI CANDIDATES IN MINNESOTA Only Speak In Somali At Caucus…Guess Who They’re Voting For [Video]']

**Importance of loading and processing dataset:**

Loading and preprocessing the dataset is an important first step in building any machine learning model.However it isespecially important for fakenews detection.

**Data visualization:**

fig = plt.figure(figsize=(5, 5))

labels = 'Real', 'Fake'

sizes = [len(real\_df), len(fake\_df)]

plt.pie(sizes, labels=labels, autopct='**%1.1f%%**',

shadow=True, startangle=90)

plt.axis('equal')

plt.show()

**![fake photo.png](data:image/png;base64,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)**

def process\_news(news):

*"""Process news function.*

*Input:*

*news: a string containing a news' text or title*

*Output:*

*newss\_clean: a list of words containing the processed news' text or title*

*"""*

stemmer = PorterStemmer()

stopwords\_english = stopwords.words('english')

*# remove hyperlinks*

news = re.sub(r'https?://[^\s\n\r]+', '', news)

*# tokenize news*

*#tokenizer = word\_tokenize*

news\_tokens = word\_tokenize(news)

news\_clean = []

for word **in** news\_tokens:

if (word **not** **in** stopwords\_english **and** *# remove stopwords*

word **not** **in** string.punctuation): *# remove punctuation*

stem\_word = stemmer.stem(word) *# stemming word*

news\_clean.append(stem\_word)

return news\_clean

news\_title = np.concatenate((positive\_titles, negative\_titles), axis=0)

In [15]:

positive\_y = np.array(real\_df.Fake\_news)

negative\_y = np.array(fake\_df.Fake\_news)

y = np.concatenate((positive\_y, negative\_y), axis=0)

In [16]:

linkcode

X\_train, X\_test, y\_train, y\_test = train\_test\_split(news\_title, y, test\_size=0.20, random\_state=0)

# **Building of the words frequency dictionary:**

def build\_freqs(news, ys):

*"""Build frequencies.*

*Input:*

*news: a list of news title or texts*

*ys: an m x 1 array with the real/fake label of each title/news*

*(either 0 or 1)*

*Output:*

*freqs: a dictionary mapping each (word, real/fake) pair to its*

*frequency*

*"""*

*# Convert np array to list since zip needs an iterable.*

*# The squeeze is necessary or the list ends up with one element.*

*# Also note that this is just a NOP if ys is already a list.*

yslist = np.squeeze(ys).tolist()

*# Start with an empty dictionary and populate it by looping over all news*

*# and over all processed words in each news.*

freqs = {}

for y, new **in** zip(yslist, news):

for word **in** process\_news(new):

pair = (word, y)

if pair **in** freqs:

freqs[pair] += 1

else:

freqs[pair] = 1

**Training of the model:**

def train\_naive\_bayes(freqs, train\_x, train\_y):

*'''*

*Input:*

*freqs: dictionary from (word, label) to how often the word appears*

*train\_x: a list of news*

*train\_y: a list of labels correponding to the news (0,1)*

*Output:*

*logprior: the log prior. (equation 3 above)*

*loglikelihood: the log likelihood of you Naive bayes equation. (equation 6 above)*

*'''*

loglikelihood = {}

logprior = 0

*# calculate V, the number of unique words in the vocabulary*

vocab = set([pair[0] for pair **in** freqs.keys()])

V = len(vocab)

*# calculate N\_pos, N\_neg, V\_pos, V\_neg*

N\_pos = N\_neg = 0

for pair **in** freqs.keys():

if pair[1] > 0:

*# Increment the number of positive words by the count for this (word, label) pair*

N\_pos += freqs[pair]

else:

*# increment the number of negative words by the count for this (word,label) pair*

N\_neg += freqs[pair]

*# Calculate D, the number of documents*

D = len(train\_y)

*# Calculate D\_pos, the number of positive documents*

D\_pos = np.sum((train\_y == 1))

*# Calculate D\_neg, the number of negative documents*

D\_neg = np.sum((train\_y == 0))

*# Calculate logprior*

logprior = np.log(D\_pos) - np.log(D\_neg)

*# For each word in the vocabulary...*

for word **in** vocab:

*# get the positive and negative frequency of the word*

freq\_pos = freqs.get((word,1),0)

freq\_neg = freqs.get((word,0),0)

*# calculate the probability that each word is positive, and negative*

p\_w\_pos = (freq\_pos + 1)/(N\_pos +V)

p\_w\_neg = (freq\_neg + 1)/(N\_neg +V)

*# calculate the log likelihood of the word*

loglikelihood[word] = np.log(p\_w\_pos) - np.log(p\_w\_neg)

return logprior, loglikelihood

# Building the fake news detection model:

**1. Data Collection:**

The first step involves gathering a diverse dataset of news articles or reports, which are already labeled as 'fake' or 'real'. This dataset serves as the foundation for training, validating, and testing the detection models.

**2. Pre-processing and Cleaning:**

Raw data often contains noise or irrelevant information. Pre-processing involves:

* Removing special characters and numbers.
* Converting all text to a uniform case (e.g., lowercase).
* Tokenizing: Breaking down the text into words or phrases.
* Removing stop words: Words like 'and', 'the', 'is' which don't provide significant meaning in the context of fake news detection.
* Lemmatization or stemming: Reducing words to their base or root form.

# Feature Engineering:

Feature engineering is one of the most crucial steps in building a robust machine learning model. For fake news detection, it entails transforming raw data (textual content) into a format that can be analyzed and used by machine learning algorithms. Here's a breakdown of feature engineering techniques specifically tailored for fake news detection:

**1. Basic Text Features:**

* **Word Count:** Total number of words in the content.
* **Character Count:** Total number of characters in the content.
* **Sentence Count:** Total number of sentences.
* **Average Word Length:** Sum of the length of all the words divided by the word count.
* **Average Sentence Length:** Sum of the word count of all the sentences divided by the sentence count.

**2. Lexical Features:**

* **Stop Words Count:** Count of commonly used words that are generally ignored in text processing (e.g., 'and', 'the').
* **Numerics Count:** Count of numbers present in the content.
* **Uppercase Word Count:** Count of words written in uppercase, which might indicate emphasis or shouting.

**3. Syntactic Features:**

* **POS Tagging:** Assign parts of speech labels to words, which can help in understanding the grammatical structure of the text.
* **NER (Named Entity Recognition):** Identify named entities (e.g., persons, organizations) in the text. The frequency or presence of certain entities may indicate the nature of the news.

**4. Sentiment Analysis:**

* **Polarity Score:** Measure the sentiment of the content. This could help in identifying exaggerated or overly emotional fake news stories.

**5. Frequency-Based Features:**

* **Bag of Words (BoW):** Represents the text based on the frequency of words.
* **TF-IDF (Term Frequency-Inverse Document Frequency):** Gives weight to terms based on their importance in a particular document relative to a set of documents.

**6. Word Embeddings:**

Word embeddings are dense vector representations of words that capture semantic meanings. These can be especially useful for fake news detection:

* **Word2Vec:** Uses neural networks to learn word associations from a large corpus of text.
* **GloVe (Global Vectors for Word Representation):** An unsupervised learning algorithm that learns vector representations for words by aggregating global word-word co-occurrence statistics from a corpus.

**7. Stance Detection:**

* Comparing the stance of the given article with the stance of multiple articles on the same topic can offer insights into its authenticity.

**8. Metadata and External Features:**

* **Author Credibility:** Track record or credibility of the news author.
* **Source Reputation:** Past reliability and bias of the publishing source or website.
* **Content Publishing Time:** The time at which the content was published can be crucial, especially when cross-referenced with real-world events or announcements.
* **External Source Verification:** Cross-check facts or claims in the content with external and credible databases or sources.

**9. Advanced Language Models:**

With the rise of transformer-based models like BERT, GPT-2, and RoBERTa, feature extraction becomes inherently built into the model. Fine-tuning these models on a fake news dataset can yield rich feature representations directly.

# Feature Extraction:

Transforming text data into a format that machine learning models can understand is crucial. Some common techniques include:

* **Bag of Words (BoW):** Represents text based on the frequency of words.
* **TF-IDF (Term Frequency-Inverse Document Frequency):** Weighs terms based on their importance in the document relative to a collection of documents.
* **Word Embeddings:** Representations like Word2Vec or GloVe that capture semantic relationships between words.

# Feature Selection:

Feature selection is the process of narrowing down the most relevant features from a given set, aiming to reduce the model's complexity and potentially enhance its performance. In the context of fake news detection, feature selection is pivotal because while the raw textual data can provide numerous features (like words or n-grams), not all of them contribute significantly to the task of classifying news as real or fake.

Here's an overview of feature selection techniques suitable for fake news detection:

**1. Filter Methods:**

* **Chi-Squared Test:** Assesses the dependency between each feature and the target class. If the feature is independent of the target class, it is considered irrelevant.
* **Information Gain:** Measures the reduction in entropy achieved by partitioning the observations based on a feature.
* **Mutual Information:** Quantifies the amount of information obtained about one variable through observing the other variable.
* **Term Frequency (TF):** You can select features based on their frequency, filtering out words or n-grams below a certain threshold.

**2. Wrapper Methods:**

* **Recursive Feature Elimination (RFE):** An iterative method that trains the model multiple times, eliminating the least impactful features in each iteration.
* **Forward Selection:** Begins with no features and adds them one by one, based on their contribution to the model's performance.
* **Backward Elimination:** Begins with all features and eliminates them one by one, based on their least contribution to the model's performance.

**3. Embedded Methods:**

* **LASSO Regression:** A linear regression model that employs L1 regularization. This regularization technique can shrink some coefficients to zero, effectively selecting a subset of the provided features.
* **Decision Trees:** Trees (like Decision Trees, Random Forests) inherently perform feature selection by splitting nodes based on features' importance.
* **Regularized Deep Learning Models:** Deep learning models with regularization techniques can inherently emphasize more informative features while minimizing the impact of irrelevant ones.

**4. Dimensionality Reduction:**

While not strictly feature selection, dimensionality reduction techniques can transform the original feature set into a reduced set while preserving as much relevant information as possible.

* **Principal Component Analysis (PCA):** A technique that transforms the original features into orthogonal components, which are linear combinations of the original features.
* **Truncated Singular Value Decomposition (SVD) for TF-IDF:** Useful for reducing the dimensionality of TF-IDF vectors.

**5. Hybrid Methods:**

* **Boruta Algorithm:** An ensemble method based on the Random Forest classifier. It compares the importance of real features with the importance of random shadow features and retains only those genuine features that have higher importance than the best shadow feature.

**6. Domain Knowledge:**

* Sometimes, domain expertise can guide feature selection. For instance, if experts believe that certain terms or phrases are often indicative of fake news, these can be explicitly highlighted or weighted in the feature set.

# PROGRAM:

* import pandas as pd
* import numpy as np
* import matplotlib.pyplot as plt
* import seaborn as sns
* from plotly.offline import init\_notebook\_mode, iplot
* import plotly.graph\_objs as go
* init\_notebook\_mode(connected=True)
* from wordcloud import WordCloud, STOPWORDS
* import re, string
* from bs4 import BeautifulSoup
* import unicodedata
* *# Feature Extraction*
* from sklearn.feature\_extraction.text import TfidfVectorizer
* *# Count Vectorizer*
* from sklearn.feature\_extraction.text import CountVectorizer
* *# Feature Selection*
* from sklearn.feature\_selection import chi2, SelectKBest, RFE, mutual\_info\_classif
* *# Feature Importance*
* from sklearn.ensemble import ExtraTreesClassifier
* *# Univariate*
* from sklearn.feature\_selection import SelectPercentile, f\_classif
* from sklearn.utils import shuffle
* In [2]:
* *# Classification Models*
* from sklearn.ensemble import RandomForestClassifier
* from sklearn.model\_selection import train\_test\_split
* from sklearn.linear\_model import LogisticRegression
* import xgboost as xgb
* from sklearn.tree import DecisionTreeClassifier
* from sklearn.metrics import confusion\_matrix, ConfusionMatrixDisplay, accuracy\_score, precision\_score, recall\_score, f1\_score, roc\_auc\_score
* In [3]:
* true = pd.read\_csv("/kaggle/input/fake-and-real-news-dataset/True.csv")
* false = pd.read\_csv("/kaggle/input/fake-and-real-news-dataset/Fake.csv")
* In [4]:
* *# Data Preprocessing*
* import nltk
* from nltk.tokenize import word\_tokenize
* from nltk.corpus import stopwords, words
* stop\_words = set(stopwords.words('english'))
* *# Stemming and Lemmatization*
* from nltk.stem import SnowballStemmer, WordNetLemmatizer
* In [5]:
* true['category'] = 1
* false['category'] = 0
* In [6]:
* true.head()
* Out[6]:

|  | title | text | subject | date | category |
| --- | --- | --- | --- | --- | --- |
| 0 | As U.S. budget fight looms, Republicans flip t... | WASHINGTON (Reuters) - The head of a conservat... | politicsNews | December 31, 2017 | 1 |
| 1 | U.S. military to accept transgender recruits o... | WASHINGTON (Reuters) - Transgender people will... | politicsNews | December 29, 2017 | 1 |
| 2 | Senior U.S. Republican senator: 'Let Mr. Muell... | WASHINGTON (Reuters) - The special counsel inv... | politicsNews | December 31, 2017 | 1 |
| 3 | FBI Russia probe helped by Australian diplomat... | WASHINGTON (Reuters) - Trump campaign adviser ... | politicsNews | December 30, 2017 | 1 |
| 4 | Trump wants Postal Service to charge 'much mor... | SEATTLE/WASHINGTON (Reuters) - President Donal... | politicsNews | December 29, 2017 | 1 |

# Model training:

Model training for fake news detection using NLP involves a series of steps to teach a machine learning or deep learning model to distinguish between real and fake news articles based on their content. Here's a comprehensive breakdown:

**1. Data Preprocessing:**

* **Tokenization:** Divide the text into sentences and the sentences into words. Convert everything to lowercase and remove punctuation.
* **Stopwords Removal:** Remove common words (e.g., "and", "is", "in") that might not carry significant meaning in the context of fake news detection.
* **Stemming/Lemmatization:** Reduce words to their root form.
* **Vectorization:** Convert the text data into numerical format using techniques like Bag of Words, TF-IDF, or word embeddings like Word2Vec or GloVe.

**2. Dataset Splitting:**

* Split your data into training, validation, and test sets. A common split ratio might be 80% for training, 10% for validation, and 10% for testing.

**3. Model Selection:**

Choose a machine learning or deep learning model based on the dataset's size, feature complexity, and available computational resources:

* **Traditional Machine Learning Models:** SVM (Support Vector Machines), Naive Bayes, Logistic Regression, Random Forests, Gradient Boosted Trees, etc. These are good starting points and can be highly effective, especially with TF-IDF features.
* **Neural Network Models:** Multi-layer Perceptrons (MLP) can be used for a start, but more complex architectures might yield better results.
* **Recurrent Neural Networks (RNNs):** LSTMs or GRUs can be useful given their ability to capture sequential information in text data.
* **Transformer-based Models:** BERT, GPT-2, RoBERTa, etc. These models have shown state-of-the-art performance on various NLP tasks, including text classification like fake news detection.

**4. Model Training:**

* **Loss Function:** Since it's a binary classification problem (real vs. fake), Binary Cross-Entropy can be used as the loss function.
* **Optimizer:** Algorithms like Adam, RMSprop, or SGD to update network weights iteratively based on training data.
* **Regularization:** Techniques like dropout or L1/L2 regularization can help prevent overfitting.
* **Batch Training:** For large datasets, train the model in batches to make efficient use of memory.
* **Epochs:** An epoch is one forward pass and one backward pass of all the training examples. The number of epochs is the number of times the learning algorithm will work through the entire training dataset.

**5. Model Validation:**

* After each epoch, validate the model's performance on the validation set to ensure it's not just memorizing the training data (overfitting).
* Monitor metrics like accuracy, precision, recall, F1-score, and the area under the ROC curve (AUC-ROC).

**6. Hyperparameter Tuning:**

* Adjust model parameters, like learning rate, batch size, number of layers, number of units in layers, dropout rate, etc., to improve performance.
* Tools like grid search, random search, or Bayesian optimization can automate this process.

**7. Model Evaluation:**

* Once you're satisfied with the model's performance on the validation set, evaluate it on the test set to gauge how it might perform in real-world scenarios.

**8. Iterative Refinement:**

* Use feedback from model evaluation to refine and retrain the model. Also, consider augmenting the training data or incorporating new data sources to improve performance.

**9. Deployment:**

* After obtaining a satisfactory model, deploy it in a real-world setting, be it a news aggregator, a browser plugin, or integrated into social media platforms.

# Example:

# Random forest:

import re

import pandas as pd

import seaborn as sns

import matplotlib.pyplot as plt

from wordcloud import WordCloud

from sklearn.pipeline import Pipeline

from sklearn.model\_selection import train\_test\_split, cross\_validate, StratifiedKFold

from sklearn.metrics import classification\_report, accuracy\_score, confusion\_matrix, ConfusionMatrixDisplay

from sklearn.feature\_extraction.text import TfidfVectorizer, ENGLISH\_STOP\_WORDS

from sklearn.ensemble import RandomForestClassifier

# Dataset Exploration

In [2]:

fake\_df = pd.read\_csv('../input/fake-and-real-news-dataset/Fake.csv')

fake\_df['label'] = 0

fake\_df.head()

Out[2]:

|  | title | text | subject | date | label |
| --- | --- | --- | --- | --- | --- |
| 0 | Donald Trump Sends Out Embarrassing New Year’... | Donald Trump just couldn t wish all Americans ... | News | December 31, 2017 | 0 |
| 1 | Drunk Bragging Trump Staffer Started Russian ... | House Intelligence Committee Chairman Devin Nu... | News | December 31, 2017 | 0 |
| 2 | Sheriff David Clarke Becomes An Internet Joke... | On Friday, it was revealed that former Milwauk... | News | December 30, 2017 | 0 |
| 3 | Trump Is So Obsessed He Even Has Obama’s Name... | On Christmas day, Donald Trump announced that ... | News | December 29, 2017 | 0 |
| 4 | Pope Francis Just Called Out Donald Trump Dur... | Pope Francis used his annual Christmas Day mes... | News | December 25, 2017 | 0 |

In [3]:

true\_df = pd.read\_csv('../input/fake-and-real-news-dataset/True.csv')

true\_df['label'] = 1

true\_df.head()

Out[3]:

|  | title | text | subject | date | label |
| --- | --- | --- | --- | --- | --- |
| 0 | As U.S. budget fight looms, Republicans flip t... | WASHINGTON (Reuters) - The head of a conservat... | politicsNews | December 31, 2017 | 1 |
| 1 | U.S. military to accept transgender recruits o... | WASHINGTON (Reuters) - Transgender people will... | politicsNews | December 29, 2017 | 1 |
| 2 | Senior U.S. Republican senator: 'Let Mr. Muell... | WASHINGTON (Reuters) - The special counsel inv... | politicsNews | December 31, 2017 | 1 |
| 3 | FBI Russia probe helped by Australian diplomat... | WASHINGTON (Reuters) - Trump campaign adviser ... | politicsNews | December 30, 2017 | 1 |
| 4 | Trump wants Postal Service to charge 'much mor... | SEATTLE/WASHINGTON (Reuters) - President Donal... | politicsNews | December 29, 2017 | 1 |

In [4]:

df = true\_df.copy(deep=True)

df = df.append(fake\_df, ignore\_index=True)

df

Out[4]:

|  | title | text | subject | date | label |
| --- | --- | --- | --- | --- | --- |
| 0 | As U.S. budget fight looms, Republicans flip t... | WASHINGTON (Reuters) - The head of a conservat... | politicsNews | December 31, 2017 | 1 |
| 1 | U.S. military to accept transgender recruits o... | WASHINGTON (Reuters) - Transgender people will... | politicsNews | December 29, 2017 | 1 |
| 2 | Senior U.S. Republican senator: 'Let Mr. Muell... | WASHINGTON (Reuters) - The special counsel inv... | politicsNews | December 31, 2017 | 1 |
| 3 | FBI Russia probe helped by Australian diplomat... | WASHINGTON (Reuters) - Trump campaign adviser ... | politicsNews | December 30, 2017 | 1 |
| 4 | Trump wants Postal Service to charge 'much mor... | SEATTLE/WASHINGTON (Reuters) - President Donal... | politicsNews | December 29, 2017 | 1 |
| ... | ... | ... | ... | ... | ... |
| 44893 | McPain: John McCain Furious That Iran Treated ... | 21st Century Wire says As 21WIRE reported earl... | Middle-east | January 16, 2016 | 0 |
| 44894 | JUSTICE? Yahoo Settles E-mail Privacy Class-ac... | 21st Century Wire says It s a familiar theme. ... | Middle-east | January 16, 2016 | 0 |
| 44895 | Sunnistan: US and Allied ‘Safe Zone’ Plan to T... | Patrick Henningsen 21st Century WireRemember ... | Middle-east | January 15, 2016 | 0 |
| 44896 | How to Blow $700 Million: Al Jazeera America F... | 21st Century Wire says Al Jazeera America will... | Middle-east | January 14, 2016 | 0 |
| 44897 | 10 U.S. Navy Sailors Held by Iranian Military ... | 21st Century Wire says As 21WIRE predicted in ... | Middle-east | January 12, 2016 | 0 |

44898 rows × 5 columns

It seems that subject column does not give us any significant value here. Fake and real news have completely different subject names. One can exploit this in order to classify fake news without even using ML. Although, we will try to solve this problem using a ML classifier.

In [5]:

print(f"Dataset subject unique values: {df['subject'].unique()}")

Dataset subject unique values: ['politicsNews' 'worldnews' 'News' 'politics' 'Government News'

'left-news' 'US\_News' 'Middle-east']

No empty cells are detected.

In [6]:

print(df.columns[df.isnull().any()])

Index([], dtype='object')

The dataset is pretty balanced. The number of fake news is almost equal to the real ones.

In [7]:

sns.countplot(x=df['label'], data=df)

Out[7]:

<AxesSubplot:xlabel='label', ylabel='count'>

### Word Cloud

In [8]:

fake\_text = ' '.join(fake\_df['title']) + ' '.join(fake\_df['text'])

true\_text = ' '.join(true\_df['title']) + ' '.join(true\_df['text'])

wordcloud\_fake = WordCloud(stopwords=ENGLISH\_STOP\_WORDS,

background\_color='white',

width=1200, height=1000).generate(fake\_text)

wordcloud\_true = WordCloud(stopwords=ENGLISH\_STOP\_WORDS,

background\_color='white',

width=1200, height=1000).generate(true\_text)

plt.figure(figsize = [8, 7])

plt.imshow(wordcloud\_fake)

plt.axis('off')

plt.title('Fake News')

plt.show()

plt.figure(figsize = [8, 7])

plt.imshow(wordcloud\_true)

plt.axis('off')

plt.title('Real News')

plt.show()

# Data Pre-processing

In this step we should clean up our data from:

* redundant columns: subject, date
* stopwords
* punctuation
* urls

In [9]:

*# Concatenate titles & text*

X = df['title'] + ' ' + df['text']

y = df['label']

punctuation\_regex = re.compile(r'[^\w\s]+')

urls\_regex = re.compile(r'(https?:\/\/(?:www\.|(?!www))[a-zA-Z0-9][a-zA-Z0-9-]+'

r'[a-zA-Z0-9]\.[^\s]{2,}|www\.[a-zA-Z0-9][a-zA-Z0-9-]+['

r'a-zA-Z0-9]\.[^\s]{2,}|https?:\/\/(?:www\.|(?!www))[a-'

r'zA-Z0-9]+\.[^\s]{2,}|www\.[a-zA-Z0-9]+\.[^\s]{2,})')

*# Apply data cleaning*

X = X.apply(lambda x: urls\_regex.sub('', str(x)))

X = X.apply(lambda x: ' '.join([item for item **in** x.split() if item **not** **in** ENGLISH\_STOP\_WORDS]))

X = X.apply(lambda x: punctuation\_regex.sub('', str(x)))

*# Split data to 80/20 ratio*

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y,

test\_size=0.2,

random\_state=10)

# Random Forests + TF-IDF

In [10]:

*# Set up the model pipeline*

*# Note: the parameters are extracted through offline gridsearch param tuning*

*# We are using TF-IDF vectorizer in order to transform the text.*

pipeline = Pipeline(

[

('vect', TfidfVectorizer(lowercase=True, max\_features=10000, ngram\_range=(1,2))),

('clf', RandomForestClassifier(max\_features='sqrt', n\_estimators=1000, n\_jobs=-1))

]

)

*# Creating a StratifiedKFold object with 5 splits*

folds = StratifiedKFold(n\_splits=5, shuffle=True, random\_state=10)

scores = cross\_validate(pipeline, X\_train, y\_train,

scoring=['accuracy', 'precision\_macro', 'recall\_macro', 'f1\_macro'],

cv=5,

n\_jobs=-1,

return\_train\_score=False)

print('Cross validation scores', scores)

pipeline.fit(X\_train, y\_train)

y\_pred = pipeline.predict(X\_test)

print(classification\_report(y\_test, y\_pred))

print(f"Accuracy: {accuracy\_score(y\_test, y\_pred)}")

cm = confusion\_matrix(y\_test, y\_pred)

disp = ConfusionMatrixDisplay(confusion\_matrix=cm, display\_labels=pipeline.classes\_)

disp.plot()

plt.show()

Cross validation scores {'fit\_time': array([652.38056231, 652.81378508, 654.09425163, 655.61904001,

179.9200809 ]), 'score\_time': array([14.12934446, 13.50879884, 12.8683238 , 12.27255249, 5.25449824]), 'test\_accuracy': array([0.99860802, 0.99819042, 0.99860802, 0.99832939, 0.99791174]), 'test\_precision\_macro': array([0.99858097, 0.99815648, 0.99859283, 0.99835155, 0.99787737]), 'test\_recall\_macro': array([0.99863022, 0.99821819, 0.99861776, 0.99830091, 0.99793887]), 'test\_f1\_macro': array([0.99860529, 0.99818685, 0.99860522, 0.99832592, 0.99790764])}

precision recall f1-score support

0 1.00 1.00 1.00 4714

1 1.00 1.00 1.00 4266

accuracy 1.00 8980

macro avg 1.00 1.00 1.00 8980

weighted avg 1.00 1.00 1.00 8980

Accuracy: 0.999554565701559

# Feature selection:

import pandas as pd

import numpy as np

In [2]:

df\_true = pd.read\_csv('../input/fake-and-real-news-dataset/True.csv')

df\_fake = pd.read\_csv('../input/fake-and-real-news-dataset/Fake.csv')

In [3]:

df\_true.head()

Out[3]:

|  | title | text | subject | date |
| --- | --- | --- | --- | --- |
| 0 | As U.S. budget fight looms, Republicans flip t... | WASHINGTON (Reuters) - The head of a conservat... | politicsNews | December 31, 2017 |
| 1 | U.S. military to accept transgender recruits o... | WASHINGTON (Reuters) - Transgender people will... | politicsNews | December 29, 2017 |
| 2 | Senior U.S. Republican senator: 'Let Mr. Muell... | WASHINGTON (Reuters) - The special counsel inv... | politicsNews | December 31, 2017 |
| 3 | FBI Russia probe helped by Australian diplomat... | WASHINGTON (Reuters) - Trump campaign adviser ... | politicsNews | December 30, 2017 |
| 4 | Trump wants Postal Service to charge 'much mor... | SEATTLE/WASHINGTON (Reuters) - President Donal... | politicsNews | December 29, 2017 |

In [4]:

df\_true.subject.unique()

Out[4]:

array(['politicsNews', 'worldnews'], dtype=object)

In [5]:

df\_true.shape,df\_fake.shape

Out[5]:

((21417, 4), (23481, 4))

In [ ]:

from nltk.tokenize import word\_tokenize

import nltk

nltk.download('all')

In [7]:

all\_news = []

words = []

for i **in** df\_true['title']:

all\_news.append((i,'true'))

words.extend(word\_tokenize(i))

for i **in** df\_fake['title']:

all\_news.append((i,'fake'))

words.extend(word\_tokenize(i))

all\_words = []

allowed\_word\_types = {'J','N','R','V'} *# adj,noun,adverb,verb*

for word **in** words:

pos = nltk.pos\_tag([word])[0][1][0]

if pos **in** allowed\_word\_types:

all\_words.append(word.lower())

*# all\_words = list((map(lambda x: x.lower(), all\_words)))*

all\_words = nltk.FreqDist(all\_words)

*#select only 5K words*

word\_features = list(all\_words.keys())[:5000]

In [8]:

def find\_features(news):

words = word\_tokenize(news)

features = {}

for w **in** word\_features:

features[w] = (w **in** words)

return features

import random

*#Training with little data only - Session crashed with whole data[10k->21417(true)-> 30k(fake)]*

featuresets = [(find\_features(news),category) for (news,category) **in** all\_news[10000:30000]]

print(len(featuresets))

random.shuffle(featuresets)

training\_set = featuresets[:10000]

testing\_set = featuresets[10000:]

20000

In [9]:

from nltk.classify.scikitlearn import SklearnClassifier

from sklearn.linear\_model import LogisticRegression

from sklearn.svm import SVC

SVC\_classifier = SklearnClassifier(SVC(kernel='linear'))

SVC\_classifier.train(training\_set)

LogisticRegression\_classifier = SklearnClassifier(LogisticRegression())

LogisticRegression\_classifier.train(training\_set)

Out[9]:

<SklearnClassifier(LogisticRegression())>

In [10]:

LogisticRegression\_classifier.classify(find\_features('Donald Trump is a good businessman'))

Out[10]:

'true'

In [27]:

SVC\_classifier.classify(find\_features('Good leadership motivates others'))

Out[27]:

'true'

In [12]:

LogisticRegression\_classifier.classify(find\_features('I will make you intelligent'))

Out[12]:

'fake'

In [13]:

SVC\_classifier.classify(find\_features('You will make me a monk'))

Out[13]:

'fake'

In [14]:

nltk.classify.accuracy(SVC\_classifier,testing\_set)\*100

Out[14]:

96.66

In [15]:

nltk.classify.accuracy(LogisticRegression\_classifier,testing\_set)\*100

Out[15]:

96.46000000000001

In [16]:

import pickle

filename = 'LogisticRegression\_classifier.pickle'

pickle.dump(LogisticRegression\_classifier, open(filename, 'wb'))

filename = 'SVC\_classifier.pickle'

pickle.dump(SVC\_classifier, open(filename, 'wb'))

save\_word\_features = open('word\_features5k.pickle','wb')

pickle.dump(word\_features,save\_word\_features)

save\_word\_features.close()

In [ ]:

!pip install gradio

In [20]:

linkcode

import gradio as gr

import pickle

from nltk.tokenize import word\_tokenize

import nltk

*# nltk.download('all')*

with open('LogisticRegression\_classifier.pickle','rb') as fp:

LogisticRegression\_classifier = pickle.load(fp)

with open('word\_features5k.pickle','rb') as fp:

word\_features = pickle.load(fp)

def find\_features(news):

words = word\_tokenize(news)

features = {}

for w **in** word\_features:

features[w] = (w **in** words)

return features

def fn(news):

return LogisticRegression\_classifier.classify(find\_features(news))

iface = gr.Interface(

fn = fn,

inputs = 'text',

outputs = 'text'

)

url = iface.launch(share=True)

# Data cleaning:

In [17]:

*#Choosing the language as english*

stop = set(stopwords.words('english'))

*#Removing the stopwords from text*

def remove\_stopwords(text):

final\_text = []

text = text.lower()

for i **in** text.split():

if i.strip() **not** **in** stop:

final\_text.append(i.strip())

return " ".join(final\_text)

*#Removing the noisy text*

def clean\_text(text):

text = remove\_stopwords(text)

return text

df\_dataset['text'] = df\_dataset['text'].apply(clean\_text)

In [18]:

linkcode

print(df\_dataset['text'][0])

# Modeling:

## Methods for demonstrate the different performance with models

In [30]:

linkcode

*# This function will print the metrcis for diffeent model*

def print\_model\_report(y\_test, prediction, ML\_modelName):

print("Model report for: "+ ML\_modelName + "**\n**")

print(classification\_report(y\_test, prediction, digits=4))

*# Show confusion matrix plot*

def plot\_confusion\_matrix(y\_test, prediction, ML\_modelName, cmap):

cm = confusion\_matrix(y\_test, prediction)

ax = sns.heatmap(cm,

annot=True,

annot\_kws={'size':18,'weight':'normal'},

fmt='.20g',

cmap=cmap,

cbar\_kws={'shrink':1},

linewidths=2)

plt.title("Confusion Matrix for: " + ML\_modelName)

plt.ylabel("Actual Label")

plt.xlabel("Predict Label")

cbar = ax.collections[0].colorbar

plt.show()

*# Show ROC curve plot*

def plot\_ROC(pred\_models):

plt.figure(1)

plt.plot([0, 1], [0, 1], 'k--')

for i **in** pred\_models.index:

plt.plot(pred\_models.loc[i]['fpr'],

pred\_models.loc[i]['tpr'],

label=pred\_models.loc[i]['classifiers'] +", AUC={:.3f}".format(pred\_models.loc[i]['auc']))

plt.xlabel('False positive rate')

plt.ylabel('True positive rate')

plt.title('ROC curve')

plt.legend(loc='best')

plt.show()

*# Show ROC curve plot*

def plot\_ROC\_zoom(pred\_models):

*# Zoom in view of the upper left corner.*

plt.figure(1)

plt.xlim(0, 0.2)

plt.ylim(0.8, 1)

plt.plot([0, 1], [0, 1], 'k--')

for i **in** pred\_models.index:

plt.plot(pred\_models.loc[i]['fpr'],

pred\_models.loc[i]['tpr'],

label=pred\_models.loc[i]['classifiers'] +", AUC={:.3f}".format(pred\_models.loc[i]['auc']))

plt.xlabel('False positive rate')

plt.ylabel('True positive rate')

plt.title('ROC curve (zoomed in at top left)')

plt.legend(loc='best')

plt.show()

## Words to be tokens and words embeddings

In [31]:

*# Derive maxium length of token, then it will be used in word embeddings.*

max\_len = -1

for idx **in** df\_dataset['clean']:

if (len(idx)>max\_len):

max\_len = len(idx)

print(f"The maximum number of words in text is = {max\_len}")

The maximum number of words in text is = 4701

In [32]:

fig = px.histogram(x = [len(i) for i **in** df\_dataset['clean']], nbins = 150)

fig.show()

# Data Split:

In [33]:

*# Identify the independent and dependent variables!*

X = df\_dataset['clean\_joined']

y = df\_dataset['target']

In [34]:

*# Train and Test data splits!*

*# With pipelineLR approach!*

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2, stratify=y, random\_state=42)

In [35]:

*#Create sequences of tokenized words*

MAX\_NUM\_WORDS = uni\_words *#4701*

tokenizer = Tokenizer(num\_words = MAX\_NUM\_WORDS)

tokenizer.fit\_on\_texts(X\_train)

*# Transform each token in texts to a sequence of integers!*

train\_sequences = tokenizer.texts\_to\_sequences(X\_train)

test\_sequences = tokenizer.texts\_to\_sequences(X\_test)

In [36]:

print(f"Sequence training dataset length: {len(train\_sequences)}")

print(f"Sequence testing dataset length: {len(test\_sequences)}")

Sequence training dataset length: 35918

Sequence testing dataset length: 8980

In [37]:

linkcode

*#The index number corresponds to the original words in dictionary*

for seq **in** train\_sequences[:1]:

print([tokenizer.index\_word[idx] for idx **in** seq])

# Logistic Regression Model Creation:

In [48]:

pipeline\_LR = Pipeline([('vect', CountVectorizer()),

('tfidf', TfidfTransformer(norm='l2')),

('model', LogisticRegression())])

### Logistic Regression Model Training

In [49]:

*# Fitting the Logistic Regression to the Training set!*

*# With Pipeline option!*

model\_LR = pipeline\_LR.fit(X\_train, y\_train)

In [50]:

*# Perform the training using KFolds cross validation method!*

scores = cross\_val\_score(model\_LR, X\_train, y\_train, scoring='accuracy', cv=SKF, n\_jobs=-1)

print(f" Accuracy of Logistic Regression : {round(np.mean(scores) ,4) \* 100} %")

Accuracy of Logistic Regression : 98.49 %

### Predictions using Logistic Regression

In [51]:

*# y\_pred With Pipeline*

pred\_LR = model\_LR.predict(X\_test)

In [52]:

*# Print model report for LogisticRegression*

print\_model\_report(y\_test, pred\_LR, "Logistic Regression")

Model report for: Logistic Regression

precision recall f1-score support

0 0.9891 0.9817 0.9854 4696

1 0.9801 0.9881 0.9841 4284

accuracy 0.9847 8980

macro avg 0.9846 0.9849 0.9847 8980

weighted avg 0.9848 0.9847 0.9847 8980

In [53]:

linkcode

*# Visualize the Confusion Matrix for LogisticRegression!*

plot\_confusion\_matrix(y\_test, pred\_LR, "Logistic Regression", 'copper')
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# CONCLUSION:

Fake news detection using Natural Language Processing (NLP) represents a confluence of technological advancement and societal necessity. In an era where misinformation can spread rapidly and have profound real-world implications, leveraging NLP techniques offers a promising avenue to mitigate the challenges posed by fake news. By analyzing the linguistic patterns, context, and semantics of textual information, NLP provides tools to automatically sift through vast amounts of data and discern potential falsehoods.

However, the task is far from trivial. The nuances of human language, the evolution of misinformation tactics, and the inherent biases in data and algorithms make fake news detection a moving target. It's crucial to approach this problem with a comprehensive strategy that encompasses robust data collection, advanced modeling techniques, continuous model evaluation, and feedback mechanisms. Furthermore, collaboration across disciplines, from linguistics and journalism to computer science and ethics, is vital to ensure the holistic and fair detection of fake news.

Lastly, while NLP can serve as a powerful tool in this battle, it's essential to remember that technology alone cannot eradicate the problem. An informed and critical readership, combined with transparent and accountable information dissemination practices, will play a pivotal role in fostering a trustworthy information ecosystem. As the digital landscape continues to evolve, the interplay between NLP and fake news will remain a critical area of research, innovation, and societal discourse.